
Ettore Biondi*, Yan Yang, Jiaqi Fang, Jiuxun Yin, 
Weiqiang Zhu, Jiaxuan Li, Ethan F. Williams, 
Zhongwen Zhan 

Challenges, opportunities, and discoveries 
using large-scale distributed acoustic 

sensing arrays

SCEC Annual Meeting: 
Session 7: Computational Earthquake Science

April 14th, 2022



2USGS



3

P S

Coda waves



4

North system

South system



5

North system

South system

DAS provides an ultra-dense array!
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What is the catch?

60s @ 100 Hz

• 100 stations’ recordings: ~2.2 MB

• 10k DAS channels: ~0.22 GB

How about storing data for the 
~20000/yr earthquakes?

A single 10k-channel DAS would need:

~4.3TB/yr



8IRIS Lindsey and Martin, 2021



9https://www.infrapedia.com/appIRIS

NCEDC+SCEDC:
~2000 stations 

@100Hz
~193GB/day

~5000 km of fibers
@10m

~500k channels 
@100Hz

~15.7TB/day

Conventional network DAS network
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Bottom-Up Approach

Identify science questions
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𝑥!(𝑡) 𝑥"(𝑡)

𝑥! 𝑡 ⨂𝑥" 𝑡 = 𝐺(𝑥!; 𝑥")
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What are the challenges of noise interferometry with DAS?

• The amount of data to be processed
~100TB of data

• The number of channels to cross-correlate
10000 channels @ 100Hz => <2TB

• Storing CCs for time-lapse studies
Daily CCs => ~800TB/yr

Yang et al., in prep.
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• The amount of data to be processed

GPU cards

𝑥! 𝑡 ⨂𝑥" 𝑡 = 𝐺(𝑥!; 𝑥")

GPU V100: 15.7 TFlops
Single-frequency 1 month data: 4.5 TFlops

= 𝑋! 𝜔 ∗ 𝑋" 𝜔
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• The number of channels to cross-correlate
• Process subarrays 

• Spatial desampling for seismic scales: from 10m to 200m!
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• Storing CCs for time-lapse studies
Common-offset channel pairs for entire array

Scale of interest: ~50-200m
𝓞 𝑵𝟐 => 𝓞 𝑵
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Conventionally, teleseismic waves are used for 2D back-projection imaging
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Conventionally, teleseismic waves are used for 2D back-projection imaging
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Designed dense arrays allow 3D back-projection of high-frequency energy
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Would DAS help image high-frequency energy?
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What are the main challenges?

• Traveltime computation on 3D 
volume ⇒ 𝟏𝟎𝟔 − 𝟏𝟎𝟕 𝑵𝒗

• Conventional station 𝑵𝒅 ≈ 𝟏𝟎𝟐
DAS 𝑵𝒅 ≈ 𝟏𝟎𝟒

• Computational complexity 
𝓞 𝑵𝒗 ∗ 𝑵𝒅

• Each grid point independent 
Using GPUs: 𝓞 𝑵𝒅
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Imaging the high-frequency rupture process!
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~8000 events 
P- and S-wave picks:

Stations => 1.6 million

DAS => 160 millions

A DAS picking algorithm does not 
exist!



29Zhu and Beroza, 2018
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In the last 1.5 years, we recorded more than 21000 earthquakes!
@100Hz => 4.2TB 
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Incredible dataset but 
challenging to tackle 

computationally!

4.2TB of data

GPU memory ~ 16-32 GB
Single event: ~250 MB

Very few training examples 
can be stored!
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Incredible dataset but 
challenging to tackle 

computationally!

4.2TB of data

GPU memory ~ 16-32 GB
Single event: ~250 MB

Very few training examples 
can be stored!

Employing a patching approach
Faster training and fewer model parameters!
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Local event Regional event
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What about using TomoDD with this dataset?

Common size 𝑵 ≈ 𝟏𝟎𝟓

Size with DAS 𝑵 ≈ 𝟏𝟎𝟗

Computational complexity 𝓞 𝑵𝟑

Lower-bound runtime: ~31 years
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What about using TomoDD with this dataset?

Common size 𝑵 ≈ 𝟏𝟎𝟓

Size with DAS 𝑵 ≈ 𝟏𝟎𝟗

Computational complexity 𝓞 𝑵𝟑
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∇𝝉 $ =
1
𝒗$

Eikonal equation: Matrix-free iterative inversion strategy:

• Relocation
• Tomography

Scalable to HPC clusters!
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Initial guess from CVM

Vp Vs

Lee et al., 2014
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VsVp

Inverted model
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Inverted 
Vp/Vs

A A’

Magmatic chamber

Mono-Inyo

LV caldera

Hildreth et al., 2017
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• DAS provides ultra-dense spatial arrays recording seismic signal 
with unprecedented level of details. However, DAS data volumes 
represent a novel challenge for the seismology community

• We are taking a bottom-up approach in which we learn how to 
deal with this challenge by solving science problems

• Proper leveraging of modern architectures and computational 
tools are making DAS an incredibly resourceful tool

• Such projects are helping identify relevant DAS portions to 
design compression and selection algorithm for long-term 
storage
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